Visualising stock flow consistent models as directed acyclic graphs
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Abstract

We show how every stock-flow consistent model of the macroeconomy can be represented as a directed acyclic graph. The advantages of representing the model in this way include graphical clarity, causal inference, and model specification. We provide many examples implemented with a new software package.
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1 Introduction

In this paper we rigorously show that for every stock flow consistent macroeconomic model there is a corresponding directed acyclic graph which is unique. This is achieved by constructing the graphical representation of the stock flow consistent model and using graph theoretical techniques to decompose the graph into an acyclic graph. We illustrate the theory with an example, and provide details of a computational package that gives the directed acyclic graph representation of any stock flow consistent model.

A stock flow consistent model of an economy is built from the national flow of funds accounts, treating sectoral interlinkages carefully to ensure
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consistency of stocks and flows over time (Godley and Lavoie, 2007). A set of behavioural equations supplies the causal assumptions and parameterisations required for modeling changes in policy and changes in the business cycle. Stock flow consistent models are rapidly developing as alternatives to more traditional models of the macroeconomy as the recent survey by Caverzasi and Godin (2014) shows. These models are complicated structures with typically several hundred identity and accounting equations as well as a handful of behavioural equations. Describing and displaying the balance sheet and flow matrices, in addition to working out the results of the model, can take up a lot of time and space within a paper, which might better be used for exposition of the model’s properties.

An open question in the stock flow consistent (SFC) literature is the specification of the causal structure within the model. Typically one might see a linear consumption function of the form $C = \alpha_1 YD + \alpha_2 V_{-1}$, where $YD$ is the flow of disposable income within a given period, $V_{-1}$ is the stock household wealth from previous periods, and $\alpha_{1,2}$ are parameters taking values between zero and one. In this case, causality runs from left to right: when disposable income increases, consumption increases.

In this paper we develop tools to ask how justified is this, or any other, assumption of causality within SFC models. We argue that one method for gaining a deeper understanding of the causality within any SFC model is through its representation as a Directed Acyclic Graph (DAG).

Directed graphs have been applied in various fields to establish cause-effect. In an interacting system, the activation or expression of one variable can cause an effect in other variables. This effect is generally unknown as the system is observed as a whole and not in a controlled environment where variables can be isolated and then observed independently of the system. The general aim therefore is reverse engineering, inferring variable interactions from system wide observations (Morgan and Winship, 2007), (Pearl, 2000), (Lauritzen, 2001).

DAG models have been used in the economic literature to model price discovery, (Haigh and Bessler, 2004), contagion in stock markets, (Yang and Bessler, 2008), (Bessler and Yang, 2003), the relationship between money and prices(Bessler and Lee, 2002), (Wang and Bessler, 2006), and price dynamics in agricultural markets (Bessler et al., 2003). In a series of papers including Hoover (2001) and Hoover (2003), Kevin Hoover has explicitly tied the development of causality in macroeconomic models to DAG representation, while Demiralp and Hoover (2003) have explored causal discovery

---

1 This form of the consumption function follows Godley and Lavoie (2007).
in vector autoregression models. To the best of our knowledge these tools have not been applied to macroeconomic models of the type we study in this paper.

As previously mentioned, we aim to show the correspondence between a stock flow consistent model and a DAG. In a graphical representation of a stock flow consistent model, each node in the graph corresponds to a variable of the model while a directed edge from node $i$ to node $j$ exists if the equation for the variable corresponding to $j$ in the model is a function of the variable corresponding to $i$. For example in the SIM model of Godley and Lavoie (2007), output $Y$ is a function of Government spending $G$ and household consumption $C$ as given by $Y = G + C$. Thus in the graphical representation of this model, there are directed edges from $G$ to $Y$ and from $C$ to $Y$ (Fig. 1).

This graphical representation of a stock flow consistent model is extremely useful. It allows us to establish the cause and effect mechanisms in the model. The number of equations in such models can be of the order of hundreds (Taylor, 2008), and although the models can be solved by numerical methods it is difficult to analyse the model in terms of the cause-effect relationship between variables. Through the graphical representation provided by DAGs, the effect of exogenous variables - such as government spending - on the whole system can be examined by following all paths extending from the variable.

The paper is organized as follows. The equivalence between any stock flow consistent model and its DAG is derived in Section 2, while an example is given in Section 3 of the OPEN model, developed by Godley and Lavoie (2007). Finally, we conclude and give directions for future research.

Figure 1: Left: The equation for $Y$ in the SIM model of Godley and Lavoie (2007). Right: The graph representation of the equation. Each node corresponds to a variables in the equation. Changes in $C$ and $G$ cause a change in $Y$ and so there are directed links from $C$ to $Y$ and from $G$ to $Y$. 

$Y = C + G$
2 Marrying DAGs to SFC Models

Definition A stock flow consistent model is a macroeconomic model based on both the balance sheet of an economy and a transaction flow matrix $T$ which describes the flow of funds between all sectors of that economy. The model variables $\mathbf{v} = (v_1, v_2, \ldots, v_n)$ (ex. $(C, G, I, X, \ldots)$) are the non-zero entries of $T$ and the relationships between the variables are described by the system of equations $\mathbf{v} = \mathbf{f}(\mathbf{v})$ i.e.

$$\mathbf{v} = \begin{pmatrix} v_1 \\ v_2 \\ \vdots \\ v_n \end{pmatrix} = \begin{pmatrix} f_1(\mathbf{v}) \\ f_2(\mathbf{v}) \\ \vdots \\ f_3(\mathbf{v}) \end{pmatrix} = \mathbf{f}(\mathbf{v}) \tag{1}$$

These equations ensure consistency of stocks and flows over time.

A SFC model can be converted to a directed graph in the following manner. From the set of equations of the SFC we define the Jacobian as

$$J = \frac{\partial \mathbf{f}}{\partial \mathbf{v}} = \begin{pmatrix} \frac{\partial f_1}{\partial v_1} & \frac{\partial f_1}{\partial v_2} & \cdots & \frac{\partial f_1}{\partial v_n} \\ \frac{\partial f_2}{\partial v_1} & \frac{\partial f_2}{\partial v_2} & \cdots & \frac{\partial f_2}{\partial v_n} \\ \vdots & \vdots & \ddots & \vdots \\ \frac{\partial f_n}{\partial v_1} & \frac{\partial f_n}{\partial v_2} & \cdots & \frac{\partial f_n}{\partial v_n} \end{pmatrix} \tag{2}$$

This Jacobian gives us a medium to infer causality in the model through the mathematical operation of differentiation. A variable $v_i$ is directly dependent - or caused by - another variable $v_j$ if and only if

$$\frac{\partial v_i}{\partial v_j} \neq 0. \tag{3}$$

Since $v_i$ is fully determined by the equation $v_i = f_i(\mathbf{v})$, then Eq. (3) is equivalent to the condition that $\partial f_i/\partial v_j \neq 0$. Thus $v_j$ causes an effect in $v_i$ if and only if the $(i, j)$th entry of $J$ is non-zero. These causal dependencies are encoded as a binary matrix $A^{SFC}$ that depends on the SFC model through $J$ by

$$A_{ij}^{SFC} = \begin{cases} 1 & \text{if } J_{ij} \neq 0 \\ 0 & \text{if } J_{ij} = 0 \end{cases} \tag{4}$$

This causality will be the foundation of the DAG, but before continuing with the derivation we introduce and formally define the necessary graph theoretical concepts.
Definition A directed graph $G = (V, E)$ is a set of nodes $V = \{v_1, v_2, ..., v_n\}$ along with a set of directed edges $E = \{e_1, e_2, ..., e_n\}$ that link the nodes. Each edge $e_i$ is of the form $e_i = (v_{i_1}, v_{i_2})$ indicating that there is a link from node $v_{i_1}$ to node $v_{i_2}$.

A useful representation of a directed network is the adjacency matrix. This is a binary matrix $A$ where

$$A_{ij} = \begin{cases} 1 & \text{if the is a link between } v_i \text{ and } v_j \\ 0 & \text{otherwise} \end{cases} \quad (5)$$

The adjacency matrix is a great mathematical tool used to calculate a range of properties about the network. One such property, which is important in our setting, is the existence of cycles.

Definition In a directed network, a cycle is a closed loop of edges where the direction of each edge points the same way around the loop. A directed network that has no cycles is called a directed acyclic network, or DAG.

To find out if a network is acyclic it is sufficient to examine the eigenvalues of adjacency matrix. If all of the eigenvalues of the adjacency matrix are equal to zero then the network is acyclic. Otherwise cycles exist, each of which can be mapped to a strongly connected component.

Definition A strongly connected component in a directed network $G = (V, E)$ is a maximal subset $V_S \subseteq V$ of nodes such that every pair of nodes in $V_S$ are connected by directed paths in both directions. Maximal here means that no additional nodes in $V$ can be included in $V_S$ without breaking its property of being strongly connected. Every node in the network belongs to one and only one strongly connected component, and strongly connected components of only one node may exist. The set $S = \{S_1, S_2, ..., S_m\}$ of strongly connected components of $G$ forms a partition of $G$ and this partition is unique.

In a strongly connected component of more than one node, every node is part of a cycle. This is intuitive, as to be part of the SCC there must be a directed path between the node itself and every other node in the SCC in both directions. An implication of this is that the set of nodes forming any cycle is a subset of exactly one strongly connected component.
Lemma 2.1 Let $G = (V, E)$ be a directed graph and $S = \{S_1, S_2, \ldots, S_m\}$ be the set of $m$ strongly connected components of $G$. The condensation graph $G_C$ of $G$ is the graph whose strongly connected components are contracted into single nodes called metanodes\(^2\). Then the condensation graph is a DAG.

Proof We aim to show that there are no cycles in $G_C$ in which case it is a DAG. This will be proved by contradiction. A schematic of the proof is given in Fig. 2.

Assume that there exists a cycle in $G_C$. Then by definition, there is a directed path between at least two vertices in $G_C$ in both directions. Because the nodes in $G_C$ are the strongly connected components in $G$, this implies that there is directed path in both directions between at least two strongly connected components of $G$. However this cannot be the case. The strongly connected components of $G$ are maximal implying that for every node outside the SCC there is not a directed path in both directions to the SCC. Thus two strongly connected components cannot be linked by paths in both directions, and so we arrive at a contradiction.

The construction of a DAG from the SFC model now follows from the

\(^2\)Efficient algorithms which identify the strongly connected components exist such as Trajan’s algorithm Tarjan (1972) or Kosaraju’s algorithm Hopcroft (1983).
graph theoretical concepts introduced here. Recall that the behaviour of the variables in the SFC is governed by the system of equations $\mathbf{v} = \mathbf{f}(\mathbf{v})$ with Jacobian $J = \partial \mathbf{f}/\partial \mathbf{v}$. The dependencies between variables in the system was encoded in the matrix $A^{SFC}$ which is related to $J$ through Eq. (4). We now construct a directed graph $G$ from the SFC as the graph whose adjacency matrix is $A^{SFC}$. The condensation graph of this directed graph is taken and by Lemma 2.1 this is a DAG. Since there is only one unique partitioning of a graph into its strongly connected components then the DAG is unique.

The implementation of the DAG construction is performed in R and is available in a package from the authors webpage. This package takes the system of equations in the SFC model and returns various outputs. These include the initial directed graph, the strongly connected components which contain all of the cycles and the unique DAG where the cycles have been replaced by metanodes. In the next section we illustrate two examples of the conversion of a SFC into its DAG. We explain why this is important and show the insights into the model that this can afford.
3 Application

3.1 The Open Economy Model

In Chapter 12 of Godley and Lavoie (2007), a stock flow consistent model of two open, interacting economies is given. This includes the balance sheet of the two countries along with the transaction flow matrix which describes the flows of assets and liabilities within and between the countries. A set of equations is presented which describes how each of the variables in the balance sheet and transaction flow matrix are related. This set contains over one hundred equations with many of these equations ensuring that the model is closed and so satisfies double entry accounting standards. Because of the size of the system a rigorous analysis is difficult. The effect of exogeneous parameters and variables, or the depth of their effect, is difficult to ascertain. The DAG provides a highly useful tool to this effect.

The DAG of the model is shown in Fig. 3. The directed graph attained from the Jacobian of the system of equations of the model has one non-trivial strongly connected component. This strongly connected component is shown in Fig. 3. It can be seen that every node in the SCC can both reach and be reached from every other node in the SCC along some directed path.
Once the strongly connected component has been replaced by a metanode - as illustrated with the red node in Fig. 3 - the directed graph becomes a DAG.

4 Conclusion

The objective of this paper was to rigorously show that for every stock flow consistent (SFC) macroeconomic model there is a corresponding directed acyclic graph (DAG) which is unique.

We construct the DAG of any stock flow consistent model in the following manner. Firstly, we use Jacobian methods on the system of equations of the stock flow consistent model to form a directed graph. This directed graph is then decomposed into its corresponding condensation graph by replacing the strongly connected components with single metanodes (Fig. 2). Since every cycle in the directed graph is contained in exactly one strongly connected component, the condensation graph is acyclic and so we have formed a DAG.

We illustrate the theory with an example, the OPEN model developed by Godley and Lavoie (2007), and provide details of a computational tool that gives the directed acyclic graphical representation of any stock flow consistent model. We have used this package to generate the DAGs of almost every model within Godley and Lavoie (2007) and these are available online\(^3\).

This formal linkage of two rather disparate fields is important. The DAG makes it much easier to visualise large macroeconomic models. This is useful not only for analysis but also for efficiently solving the model computationally. The topological ordering of the system (Fig. 3) - especially the isolation of cycles - can lead to great improvements in computational speed, which decreases as the model increases in size.

This linkage is important as directed acyclic graphs allow us to use well understood techniques for system-wide causal discovery (Pearl, 2000). Graph-theoretic search methods have not, typically, been used for time series data, the data type we normally use in macroeconomic models.

Our further work will concentrate on recovering directed acyclic graphs from empirical stock flow consistent models to aid in model selection and to generate a topological ordering within the model structures.

\(^3\)The website is here.
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